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• JPSS Level 1 Requirements Document (JPSS L1RD) provides the 

fundamental requirements and scope of JPSS FTS 

– JPSS-1 will provide HRD broadcast  

– JPSS-2 will provide HRD broadcast 

– JPSS shall provide the Direct Readout community with software, 

documentation, and periodic updates to enable them to produce data 

products from JPSS, using their own hardware to receive the JPSS HRD 

broadcasts 

• The JPSS Program is not responsible for developing, testing, or 

deploying any JPSS capable field terminal 

• JPSS will not perform encryption of the direct broadcast 

 

 

FTS Level 1 Requirements 



6 

•  Provide the following functionality: 

– Hardware Specifications  

• Suggested field terminal configurations 

– DFCB and RF-ICD 

• Containing specifics on direct broadcast data format 

– Software to produce RDRs from packets 

• Provide and maintain RT-STPS 

– Algorithms & Software 

• Used to create data products from direct broadcast 

– Updated algorithms & software 

• Notification when updates are available 

– Mission Support Data  

• Ancillary/auxiliary data 

 

 

 

 

Key Functions of FTS (1 of 2) 
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•  Provide the following functionality (cont’d): 

– Maintain list of registered users 

• Condition for NTIA Frequency allocation approval 

– Mission status 

• Users are provided status of the JPSS direct broadcast 

– HRD Link status  

• Users are provided post-pass performance information 

– On-orbit checkout and special tests  

– Promote the use of the JPSS data products from HRD link 

 

 

 

 

 

Key Functions of FTS (2 of 2) 
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Algorithm Development Library (ADL) 
Centerpiece of FTS Implementation 

• JPSS Science Team members heavily rely 
upon ADL as part of the Algorithm Change 
Package (ACP) 

• ADL provide a means for processing RDRs 
into SDRs and EDRs 

• Most of the direct broadcast users are not 
familiar with using ADL  

• JPSS Program will provide support for the 
development and maintenance of user- 
friendly software packages (derived from 
ADL):  GSFC DRL (IPOPP) and University of 
Wisconsin (CSPP) 
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FTS Logical Architecture 
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1. Mission Support Data(MSD)  
2. Software (ADL) and Documentation 
3. Intermediate Products 
4. Software, MSD, Field Terminal Documentation 
5. Documentation 
6. HRD 

6 

1 
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FTS Data Acquisition and Organization 

• FTS acquires and organizes data and documentation relevant to HRD processing 
from JPSS-managed satellites 

• Data is obtained from the CGS, the CGS support node, GRAVITE and JPSS CM, and 
stored in the Data Acquisition server 

• This data includes processing source code (e.g., ADL, algorithm update packages, 
RT-STPS), documentation, ancillary data, intermediate products and auxiliary 
data (PCTs, LUTs, Mission Notices, Schedules) 
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FTS Data Distribution 

• The FTS mechanism for data distribution is a web portal. Selected 
data stored on the FTS server is made available for distribution by the 
FTS Distribution Server 

• Customers desiring the system building blocks (e.g., ADL, algorithms 
or RT-STPS) interact with the FTS Distribution Server to download 
source code distribution packages for these components 

• Mission Support Data, updated regularly from the CGS, is similarly 
made available to FTS customers 
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FTS Customer Registration and Reporting 

• Customer registration for FTS access is a self-service capability enabled 
through interaction with the Distribution Server main page  

• Customer-provided contact information is available to the FTS 
operator for reporting purposes (e.g., to support requests for 
frequency usage documentation) and notification purposes (to make 
FTS customers aware of changes to in system status) 
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FTS System Status and Health 

• The FTS internally monitors FTS component health and status, and logs relevant 
information on the FTS server to support FTS troubleshooting and recovery 
 

• The monitoring approach planned for the FTS leverages existing capabilities used 
for monitoring DPES infrastructure. Expected items to monitor may include: 
– Hardware Status, 
– Disk, CPU and Network Utilization 
– Server Availability 
– Process Status 
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System Architecture 
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Software Design 
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Software Design 

Top Level Design Overview 

• Data Acquisition: components on the private, secured system that 
is not reachable by customers 
– Data Manger: schedules tasks that transfer, organize, and prepare data for 

distribution 

– Private Repository: contains an internal copy of downloaded data 

 

• Data Distribution: components on the public facing system that 
are provide access to customers  
– Web Portal: provides an interface for customers to register and access data 

– Public Repository: contains the data to be made available to customers 
through the web portal 
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Data Acquisition 
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Data Acquisition 

Overview of Data Acquisition Components 

• Data Manager: Schedules the following tasks 
– Transfer Module: establishes a connection and pulls data from a particular 

external data source 

– Organizer: organizes incoming data for distribution 

– Replicator: pushes data from the private repository to the public 
repository. 

 

• Private Repository 
– Incoming data: data from external sources that has not been organized 

– Organized Data: incoming data organized to make data more meaningful 
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Data Acquisition – Data Manager: 
Transfer Modules 

• One transfer module for each external source of data that is 
obtained automatically. 

 

• Each transfer module shall: 
– Connect to the external source 

– Download data automatically 

– Log activity and generate notifications via email 

– Report a problem when an external source is unreachable 

– Report a problem when data integrity is questionable (failed checksum, 
etc.) 
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Data Acquisition – Data Manager:  
Organizer 

├── data 

│   ├── ancillary 

│   │   ├── gmasi 

│   │   ├── naaps 

│   │   ├── navgem 

│   │   ├── ncep_gfs 

│   │   ├── polar_wander 

│   │   └── static 

│   ├── auxiliary 

│   │   ├── hlm_reports 

│   │   ├── luts 

│   │   ├── mission_notices 

│   │   ├── mission_schedules 

│   │   ├── pcts 

│   │   ├── rev_number_files 

│   │   └── tles 

│   └── gridded_IPs 

│       ├── lsa 

│       ├── mli 

│       ├── ndvi 

│       ├── qst 

│       ├── qst-lwm 

│       └── snow_ice_cover 

├── documentation 

│   └── public-released_specs 

└── software 

    ├── adl 

    ├── adl_data 

    ├── algorithm_update_packages 

    └── RT_STPS 

• The Organizer shall: 
– Maintain an organized directory 

structure informed by the FT 
community. 

– Expire data based on required 
retention times. 

– Log activity and generate 
notifications for problems via 
email. 
 

• The top level of organization has been 
peer reviewed. 

• Structure is flexible at lower levels to 
support changes based on feedback 
from the FT community. 

• Data expiration is determined by 
checking timestamps of incoming data 
files. 
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Data Acquisition – Data Manager:  
Replicator 

• The Replicator shall: 
– Push an exact copy (mirror) to distribution using rsync. 

– Log activity and generate notifications for problems via email. 

 

• Replicator pushes only data from the organized directory 
structure. 

 

• Replicator relies on organizer to maintain the correct set of data 
that should be available for distribution. 
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Data Distribution 
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Data Distribution 

Overview of Data Distribution Components 

• Web Portal 
– Provides access over HTTPS. 

– Utilizes Redmine:  an open source web application. 

– Repository Viewer:  allows customers to browse and acquire data. 

– Registration Manager:  allows customers self-service registration. 

 

• Public Repository 
– Public Data:  distribution directory structure containing data, 

documentation, and software. 
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Data Distribution: 
Web Portal 

Capabilities for immediate use 
• Distribute FTS data 
• Maintain a list of registered 

customers 
• Post a FAQ 
• Post notifications 
 
Future possible support 
• Collect community feedback 

(e.g. issue tracker) 
• Facilitate community discussion 

(e.g. forum) 

Redmine is a web application that provides the functionality to 
distribute data and register customers. 
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Data Distribution: 
Data Repository Viewer 

• Functionality provided by Redmine. 
 

• The Repository Viewer shows the 
available inventory. 
 

• Customers can: 
– Browse the directory structure 

on the web. 
– View and download data. 
– Automate downloads using 

tools such as wget or curl. 
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Progress to Date  

• The new FTS implementation plan was accepted by the Ground, PSE, 

and NJO management, presented at the JPSS Customer Forum (Nov 

2013), and discussed with key stake holders (Dec 2013) 

• Upgraded HRD link receiver provided by the Svalbard Ground Station  

• Successfully awarded grants to NASA/DRL and University of Wisconsin. 

• The FTS SRR/SDR was successfully held on Apr 21, 2014. 

• The FTS CDR was successfully held on  Sept 17, 2014. 

• FTS Software Development – FTS V1.0 had two incremental 

builds, with Peer Reviews. To be completed by June  2015.  

• FTS Hardware – Ordered, received and tested at NSOF – March 

2015. 
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FTS Schedule  

• FTS V1.0 will be operational with the integrators (GSFC DRL and University of 
Wisconsin) in July  2015. 

    - This version will be utilized for testing with the JPSS-1 Ground System during 
the summer of 2015.  

   - The FTS team will work with the integrators to further define lower level details 
of the FTS design (e.g. the directory structure) and to enhance the basic 
functionality of FTS.  

 

 

• FTS V1.1 will become operational in January 2016 for all FTS customers. 

   - The release of FTS V1.1 will be coordinated with the integrators, who will 
interact directly with the Direct Broadcast user community. 
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Summary 

• FTS is providing the necessary building blocks (software, documentation, and 
mission support data) on a web portal. 

– The proposed FTS implementation plan leverages ongoing activities to 
support needs of Direct Broadcast community and meets all the FTS 
requirements. 

– The proposed FTS implementation will ensure to meet NASA and NOAA 
Standards, Software Engineering Requirements (NPR 7150.2A), IT Security, 
and Safety Mission Assurance 

 

• The JPSS Program is also supporting the development and maintenance of user 
friendly software packages (IPOPP/CSPP) from GSFC DRL and the University of 
Wisconsin, to demonstrate the ability to produce ready-to-use products from 
the SNPP/JPSS HRD link 

 

• FTS will leverage existing annual workshops to provide a forum for the Direct 
Broadcast community to present, discuss, learn, and provide feedback to the 
JPSS Program. For more info: Bob Lutz (Robert.J.Lutz@nasa.gov) 

 

 


